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Abstract

Mass bias occurring during analysis of the light stable isotopes of oxygen, carbon, and sulfur in geological materials by
secondary ionization mass spectrometry has been investigated. The effects of instrumental parameters (primary ion beam,
secondary ion energy, and polarity) were evaluated by measuring sulfur isotope ratios in conductive sulfide minerals. The role
of analyte chemical composition (matrix effect) on mass bias was investigated in sulfides (sulfur), silicates and oxides
(oxygen), and carbonates (oxygen and carbon). For oxygen and carbon, various correlations between mass bias and matrix
parameters have been identified. The application of several empirical models for prediction of oxygen isotopic mass bias
indicates that for silicates, depending on mineral composition, bias can be predicted with an accuracy that is typically within
two times that of the precision. However, extension of these models to other matrices has proved problematic, indicating that
additional factors are important. (Int J Mass Spectrom 178 (1998) 81–112) © 1998 Elsevier Science B.V.
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1. Introduction

In recent years, secondary ion mass spectrometry
(SIMS, or ion microprobe) has been increasingly used
for the analysis of light stable isotope ratios in
geological and cosmochemical studies [e.g. 1–7]. The
ion microprobe provides the capability of resolving

fine-scale (,50 mm) isotopic variations within single
mineral grains and analyzing fine-grained minerals
without the need for physical separation and attendant
loss of textural information. In recent years, instru-
mental and technical advances have led to improve-
ments in precision to the point where reproducibility
is often better than 1‰ and within 1–5 times that of
conventional analyses for H, C, S, B, and O isotopes
(see Table 1). These precision levels allow the ion
microprobe to be usefully applied to the study of a
variety of geological processes, as well as opening
new areas of research in cosmochemistry.

In spite of these advances, there are still limitations
that restrict the use of the ion microprobe in geolog-
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ical studies. Isotopic fractionation occurs at a variety
of stages during SIMS analysis, including sputtering,
ionization, extraction, transmission of the secondary
ions through the mass spectrometer, and secondary
ion detection. However, these conditions can be held
constant by the operator. More problematic is the
“matrix effect,” wherein the chemical composition of
the analyte affects measured isotope ratios. The com-
bination of these effects, which almost always favor
the light isotope and can result in fractionations of a
few to 100’s of per mil from the “true” value, is
termed the instrumental mass bias. To obtain accurate
isotope ratio measurements the mass bias needs to be
adequately quantified and controlled for the mineral
phase being analyzed. The correction of mass bias is
straightforward for isochemical phases when matrix-
matched standards are available. However, most min-
erals are complex solid solutions, requiring either an
extensive suite of standards (that can be time consum-
ing, expensive, and difficult to develop) or predictive
models that relate mass bias to mineral composition.

In this paper we develop further themes outlined in
a talk given at the 3rd Nier Conference, which
reviewed the factors that influence instrumental mass
bias during SIMS analysis of light stable isotope
ratios in minerals. Although this article focuses pri-
marily on compositional matrix effects, the influence
of instrumental parameters on sulfur isotope ratio
measurements is also explored. In addition, recent
empirical models that relate mass bias to matrix
composition are summarized.

2. Experimental techniques

The data reported in this study were obtained by
using a modified Cameca 4f ion microprobe equipped
with a normal incident electron gun, Cs1 microbeam
and duoplasmatron (16O2 and 16O2

1) primary ion
sources, and an air lock that allows two samples to be
kept under vacuum. The instrument has been modified
to allow the secondary ion accelerating voltage to be
continuously varied between 0 and 5000 V. An ETP
133H electron multiplier was used to detect the ion
signals. The standard Cameca ion counting system
has been replaced by a Pulse-Count Technology
system resulting in a lower system deadtime (between
13.5 and 17.0 ns for the measurements described in
this paper).

A variety of experimental conditions, summarized
below, were used for the measurement of light stable
isotope ratios. The main factor governing the choice
of instrumental parameters is whether the mineral
phase to be analyzed is an electrical insulator or
conductor. If an insulating sample is Au coated, the
use of an O2 primary ion beam and positive second-
ary ions results in minimal sample charging. These
are the conditions most commonly used for trace
element analysis and B and H isotope measurements
[e.g. 8–11]. For electronegative elements (O, C, S,
and, to a lesser extent, H), ion yields (and potentially
precision) are strongly enhanced by sputtering with a
Cs1 primary ion beam and analysis of negative
secondary ions. However, these analytical conditions

Table 1
Typical values for isotope analysis by conventional (gas source) techniques and SIMS

Phase
Conventional precision
(1s) Sample size Ref.

SIMS

Ref.Precision (1s)
Sample
size

d18O Silicates, oxides Ni-rod bomb60.2‰ 10–20 mg [56] 60.6–1.0‰ 5–10 ng [4,13,15]
laser60.1‰ 0.5 mg [57]

d18O, d13C Carbonates Phosphoric60.03–0.1‰ 10mg [58,59] 60.6–2.0‰ 5–30 ng [15,30,48,49]
d13C Graphite,

diamond
Combustion60.03‰ 1mg [60] 60.5–1.0‰ 5–10 ng [65,66]

d34S Sulfides Combustion60.1‰ 1 mg [61] 60.25–1.0‰ 0.5–5 ng [12,16,22]
laser60.2‰ 0.1 mg [62]

dD Silicates, oxides 61–2‰ 50–100 mg [63,64] 63–10‰ 3–20 ng [6,10,11]
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lead to severe charging of insulating materials, includ-
ing most geological materials.

An additional problem that must be overcome is
that of molecular interferences, particularly hydrides
of the light mass isotope. Two different analytical
methods that use different populations of secondary
ions have been developed. High mass resolution
utilizes secondary ions with low initial kinetic ener-
gies (;0 eV), whereas extreme energy filtering uses
secondary ions with high initial kinetic energies,
typically .300 eV. For high mass resolution, the
secondary ion beam is collimated by using the en-
trance slit, field aperture, and energy slits, and the exit
slit is closed to provide sufficient mass resolution [e.g.
12]. For low energy secondary ions, mass bias is very
sensitive to the energy of the ion, and thus, high mass
resolution analyses are susceptible to problems arising
from sample charging [e.g. 13]. Extreme energy
filtering utilizes the fact that the energy distribution of
molecular ions is much narrower than that of atomic
ions, so the proportion of hydride species relative to
atomic species decreases with increasing secondary
ion kinetic energy, and hydride abundances are insig-
nificant at energies.300 eV [11,12]. The use of
extreme energy filtering (typically by offsetting the
sample voltage 325–350 V relative to the acceptance
energy of the mass spectrometer) allows the mass
spectrometer to be operated at low mass resolution,
greatly simplifying instrument tuning [e.g. 13]. For
voltage offsets.300 V, mass bias is relatively insen-
sitive to slight fluctuations in ion energy. Therefore,
stable analytical conditions can be achieved for the
analysis of insulators with the Cameca 3f and 4f
instruments by using an electron gun to compensate
for sample charging [e.g. 13,15].

Most sulfide minerals are conductors and thus
provide the opportunity to investigate the influence of
a variety of instrument parameters on mass bias. A
series of experiments was performed by using16O2,
16O2

1 (both accelerated at 12.5 keV) and133Cs1 (10
keV) primary ions. Analyses were performed by using
both positive and negative secondary ions with a mass
resolution in excess of 4000 m/Dm to resolve isobaric
interferences, mainly sulfur hydrides, O2

1, O2
2, and

64Zn21 species [1,16]. The magnet was cycled be-

tween the32S and34S peaks, counting for 1 s on32S,
5 s on34S, and employing a 1 smagnet settle time.
Experiments that use the Cs1 primary ion beam and
negative secondary ions collected at low mass reso-
lution with a voltage offset of 350 V (extreme energy
filtering) were undertaken to explore the effects of
varying secondary ion energy [16,17]. Counting times
were identical to those of the high mass resolution
analyses, but the magnet settling time was reduced to
0.3 s. For all analyses, the energy slits were set at a
bandpass of620 V. Depending on the count rate,
from 70 to 150 individual ratios were measured for
each analysis. Total analysis time ranged from 15 to
30 min.

Oxygen and carbon isotope analyses were under-
taken by using extreme energy filtering of negative
secondary ions, offset voltages between 320 and 350
V, and the normal incident electron gun for charge
compensation [15]. Samples were sputtered by using
a mass-filtered Cs1 primary ion beam accelerated to
10 keV. Primary beam currents ranged between 3 and
10 nA with a ;15–35 mm diameter spot size. For
oxygen isotope measurements, a total of 100–200
ratios were measured for each analysis, with16O
counted for 1 s,18O counted for 5 s, and a 0.3 s
magnet settle time. The initial count rate on16O was
adjusted to 1.43 106 cps by varying the primary
beam current. The theoretical counting statistical pre-
cision for these analyses, based on the total18O
counts, was60.7–1.1‰ (1s) depending on the num-
ber of ratios measured. The internal precision of each
individual analysis, assessed by the standard error of
the individual ratios comprising the analysis, was
typically within 0.2‰ of the theoretical limit. Total
analysis time was;15–25 minutes. For carbon iso-
tope measurements, 100–350 ratios were measured
for each analysis, with 1 s and 5 s count times for12C
and 13C, respectively. Total analysis time was
;15–60 min. Internal precision was between 1.5 and
3‰.

A number of minerals of varying chemical com-
position were used in this study. Major element
compositions were determined and mineral homoge-
neity evaluated by using a Cameca SX50 electron
microprobe at the University of Tennessee–Knoxville
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(see Tables 2, 3, and 4). Between 10 and 50 major
element analyses were determined for each mineral
phase. Sulfur, oxygen, and carbon isotope ratios were
measured in a number of laboratories by using con-
ventional gas-source mass spectrometry. In addition,
several minerals of each type were analyzed in at least
two laboratories. For a number of samples, the stable
isotope ratios were analyzed in multiple chips to
check for homogeneity on the macroscale. However,
the only way to evaluate micron-scale homogeneity is
by examining the reproducibility of multiple ion
microprobe analyses. Precision and reproducibility of
conventional analyses is typically60.2–0.3‰ for
d18O, d13C, andd34S (e.g. Table 1).

All samples were mounted in epoxy resin in holes
drilled in 25 mm diameter aluminum blocks suitable
for mounting in a standard Cameca sample holder.
These sample blocks were polished by using a final
grit size of 1mm or finer. Typically 12 to 21 minerals
were mounted in each sample block, with at least one
“reference” mineral in each block to provide a means
of monitoring mass bias differences between blocks.
Following ultrasonic cleaning in distilled water and
methanol, samples were gold coated to ensure surface
conductivity.

3. Data presentation

All data are presented by using standardd-notation
relative to the appropriate international standards:

Canyon Diablo Troilite (CDT) for34S/32S, Standard
Mean Ocean Water (V-SMOW) for18O/16O, and
Peedee Belemnite (PDB) for13C/12C. The equation
for calculatingd values (by usingd34S as an example)
is as follows:

d34S5 @@~34S/32S)sample/(
34S/32S)CDT] 2 1#

3 1000 (1)

Isotope ratios measured by SIMS were compared to
accepted ratios (calculated fromd values determined
by gas source mass spectrometry) for each mineral by
using Eq. (2) (again by using sulfur as an example):

(34S/32S)sample5 @~d34Ssample/1000! 1 1#

3 ~34S/32S)CDT (2)

where the34S/32S ratio of CDT is defined as 4.500
45 3 1022 [18]. The 18O/16O ratio of V-SMOW is
defined as 2.00523 1023 [19], and the13C/12C ratio
of V-PDB defined as 1.119 493 1022 [20,21]. These
data can be used to calculate the isotope mass frac-
tionation that occurs during SIMS analysis by using
Eq. (3):

b inst 5 ~34S/32S)SIMS/(34S/32S)gas source (3)

where 34S/32SSIMS is the ratio measured by using
SIMS and34S/32Sgas sourcethe accepted ratio measured
by using gas source mass spectrometry. For simplic-
ity, binst can be converted into per mil (‰) notation by
using Eq. (4):

Table 2
Composition of sulfide minerals [Py5 pyrite, Po5 pyrrhotite, Pnt5 pentlandite, Sph5 sphalerite, Cpy5 chalcopyrite, Tr5 troilite.
All mineral analyses (elemental and isotopic) from [67], except for CDT]

wt ‰
Balmat
Py

Anderson
Po

Norilsk
Pnt

Balmat
Sph

Chisel
Sph

Trout Lk
Cpy

Norilsk
Cpy

CDT
Tra

Fe 44.54 58.25 30.28 5.90 7.86 30.01 29.98 65.53
Cu 0.04 0.03 0.41 0.00 0.00 35.67 34.63 0.00
Zn 0.01 0.00 0.02 62.56 60.15 0.12 0.00 0.00
Ni . . . . . . 35.17 . . . . . . . . . 0.05 0.00
Co 0.00 0.00 0.25 0.00 0.00 0.00 0.00 0.00
S 52.41 38.47 33.90 32.75 33.15 34.62 34.98 36.47
Sum 97.00 96.75 100.03 101.18 101.16 100.42 99.63 100.00
d34SCDT‰ 15.1 1.4 7.9 14.3 1.5 0.3 8.0 0.0

a Composition calculated assuming ideal formula.
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Table 3
Silicate and oxide mineral major element and oxygen isotope ratios

Garnets (Gnt)

437 JE3 J546 J147 JH1 Gspd PyQ 438 Brk Mel May
SiO2 40.75 40.21 39.70 40.88 41.12 39.54 43.63 38.99 35.79 35.22 39.06
TiO2 0.06 0.12 0.09 0.05 0.01 0.15 0.01 0.10 0.04 0.04 0.06
Al2O3 22.89 23.00 22.81 19.26 22.39 22.57 25.30 22.58 21.21 2.04 22.17
Cr2O3 1.07 0.16 0.11 5.63 2.17 0.04 0.01 0.06 0.02 0.00 0.00
MgO 19.60 17.27 13.17 20.53 20.60 7.66 29.80 11.80 4.63 0.02 10.81
CaO 4.19 3.79 11.07 5.46 4.61 18.07 0.09 8.59 0.63 32.65 3.33
MnO 0.46 0.36 0.34 0.32 0.42 0.27 0.01 0.40 2.32 0.18 16.19
FeT 10.49 14.36 11.65 7.27 8.45 11.64 1.49 16.73 33.92 26.53 7.62
FeO 8.17 12.26 9.73 5.21 6.33 10.39 0.00 14.44 31.68 0.00 5.62
Fe2O3 2.58 2.34 2.14 2.30 2.36 1.40 1.65 2.54 2.50 29.67 2.23
Sum 99.77 99.51 99.16 99.63 100.01 100.08 100.62 99.51 98.81 99.82 99.47
d18OSMOW 5.0 7.0 2.8 5.3 5.4 7.5 5.5 3.0 6.7 8.3 12.6

GM AZ Mex JL1 G143 1146 GrA Sps And Mal
SiO2 38.13 39.99 38.31 41.29 39.39 40.57 38.07 34.84 34.59 37.06
TiO2 0.11 0.22 0.59 0.47 0.23 0.10 0.46 0.08 0.01 1.10
Al2O3 22.32 22.28 19.82 20.85 22.72 23.15 22.16 20.48 0.13 12.27
Cr2O3 0.01 1.21 0.01 2.92 0.14 0.25 0.01 0.02 0.00 0.03
MgO 10.52 18.04 0.68 21.46 14.03 17.07 0.01 0.00 0.05 0.50
CaO 5.84 4.91 35.60 4.60 4.45 7.07 35.40 0.11 33.85 34.82
MnO 0.51 0.48 0.41 0.30 0.72 0.34 0.39 39.36 0.23 0.30
FeT 21.62 11.90 2.78 7.70 17.91 11.10 1.51 2.81 27.58 12.29
FeO 19.21 9.19 0.00 5.38 15.99 8.95 0.52 1.92 0.00 0.00
Fe2O3 2.68 3.01 3.09 2.59 2.13 2.40 1.11 0.99 30.70 13.67
Sum 99.27 99.34 98.51 99.85 99.81 99.89 98.12 97.80 99.56 99.75
d18OSMOW 5.9 4.2 10.6 5.4 7.3 5.3 3.5 5.4 23.6 9.3

Olivines (Oliv) 1 monticellite (Mont)

J147 SL18 All CM Ami 1888 ESt Spw Mont
SiO2 40.52 40.39 42.75 42.13 39.91 39.73 38.51 38.86 37.33
MgO 49.76 48.05 57.35 55.67 53.42 45.80 41.76 43.57 22.49
CaO 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 34.77
MnO 0.11 0.12 0.00 0.04 0.15 0.13 0.17 0.31 0.43
FeO 8.89 11.05 0.00 1.91 5.21 13.85 19.11 16.97 3.94
NiO 0.39 0.38 0.00 0.07 0.00 0.30 0.00 0.00 0.00
Sum 99.28 99.61 100.10 100.08 98.69 99.51 99.55 99.71 98.91
d18OSMOW 5.2 5.2 7.2 7.8 12.3 5.1 22.9 2.9 21.9

Feldspar (Fsp)

Am Ont SP MAn Shrp JAn OLa MBy SHR6
SiO2 68.11 64.10 64.19 55.89 53.20 43.17 49.44 52.33 64.71
Al2O3 19.68 18.44 18.55 27.62 29.22 35.36 31.25 26.46 18.58
CaO 0.12 0.00 0.01 9.71 11.36 19.01 14.29 12.01 0.08
FeO 0.02 0.03 0.01 0.12 0.13 0.50 0.37 0.34 0.08
Na2O 11.50 0.69 0.67 5.74 4.82 0.49 3.21 4.33 2.43
K2O 0.14 16.08 16.16 0.33 0.20 0.01 0.05 0.38 13.38
Sum 99.57 99.34 99.59 99.41 98.93 98.54 98.61 95.85 99.26
d18OSMOW 10.6 10.3 10 9.6 8.4 5.6 5.0 5.9

continued
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d34Sbias5 @~34S/32S)SIMS/(34S/32S)gas source2 1#

3 10005~b inst 2 1! 3 1000 (4)

For all analyses in this paper, the light isotope is
enriched during SIMS analysis, sod34Sbias values are

always negative. This makes terminology somewhat
confusing. In this article, changes in mass bias are
discussed in terms of absolute values. Therefore,
decreasingd34Sbias values(larger negative numbers)
indicate that mass bias is larger. Conversely, decreas-

Table 4
Carbonate standard compositions and measuredd13Cbias andd18Obias values [Chemical Comp.5 atomic proportion of elements in each
standard, determined by electron probe by using WDS.d13CPDB 5 accepted carbon isotope value of mineral relative to PDB standard
(see text).d18OSMOW 5 accepted oxygen isotope value of the mineral relative to the SMOW standard. The conventionally measured
(phosphoric acid liberated)d18O values have been corrected to the value expected for total oxygen in the sample.d13Cbias, d18Obias 5
SIMS instrumental mass bias (see text).d13C error,d18O error5 1s error on repeated analyses of each mineral (n 5 3–6)]

Sample Chemical comp.
d13CPDB

(‰)
d18OSMOW

(‰)
d13Cbias

(‰)
d13C
1s error

d18Obias

(‰)
d18O
1s error

Carr Cc Ca1.00CO3 2.1 18.5 268.7 1.8 268.1 0.3
UT Cc Ca1.00CO3 210.6 11.0 270.5 1 267.6 0.3
DRC Arag Ca1.00CO3 2.6 11.5 267.0 1.9 267.4 0.8
With-1 Ba0.975 Sr0.025CO3 216.4 9.1 241.6 2.1 212.6 1.4
Stront-1 Sr0.789 Ca0.209Ba0.002CO3 28.6 11.8 254.9 1.7 235.2 1.4
Cerr-1 Pb0.998Sr0.002CO3 211.5 3.0 252.1 0.3 222.5 1.5
LRR Sid Fe0.952Mn0.044Mg0.003Ca0.001CO3 28.3 21.5 246.5 2.1 229.7 0.1
DRC Sid Fe0.635Mn0.008Mg0.350Ca0.007CO3 25 0.4 250.0 1.5 244.1 0.1
ZS Sid Fe0.801Mn0.143Mg0.049Ca0.007CO3 211 7.8 246.1 1.6 230.6 1.0
DRC Rhod Mn0.988Mg0.002Ca0.010CO3 25.7 23.0 249.4 0.7 232.6 0.9
ZS Rhod Mn0.922Mg0.009Ca0.069CO3 27.5 7.7 248.8 2.9 238.8 0.4
ZS Smith Zn0.956Fe0.002Mn0.003Mg0.020Ca0.020CO3 211.1 15.1 266.7 1.8 245.4 0.7
LRR Smith Zn0.940Cu0.060CO3 0.6 15.6 264.0 1.1 245.7 0.4
DRC Magn Fe0.002Mn0.001Mg0.993Ca0.005CO3 2.8 8.3 277.5 1.4 299.6 1.1
DM Dol Fe0.021Mn0.002Mg0.438Ca0.539CO3 22.6 20.9 272.8 1.6 276.3 0.6
DM C2 Mg0.032Ca0.968CO3 1.7 8.1 270.3 2.3 269.6 0.6
DRC Dol Fe0.001Mg0.462Ca0.538CO3 0.9 1.8 273.3 2.1 275.3 0.2
LR FeDol Fe0.088Mn0.095Mg0.287Ca0.530CO3 28.1 2.6 260.4 2.6 258.8 0.7
LR NorDol Fe0.077Mn0.002Mg0.373Ca0.548CO3 28.3 2.3 264.1 1.1 264.8 0.3
DRC Ank Fe0.159Mn0.006Mg0.289Ca0.546CO3 23.6 0.7 260.5 1.3 256.6 0.4

Table 3
(continued)

(Px 5 pyroxene, Qtz5 quartz, Kyan5 kyanite, Rt5 rutile, Mt 5 magnetite)
CrA 183 Casc Bz BOG Carr N-28 Ky SHR4 LP204
Px Px Px Qtza Qtza Qtza Qtza Kyana Rta Mt

SiO2 50.12 52.62 52.49 100.00 100.00 100.00 100.00 35.80 0.00
TiO2 0.48 0.63 0.11 100.00 0.16
Al2O3 7.49 5.22 2.05 64.20 1.66
Cr2O3 0.89 0.29 0.02 0.00
MgO 17.26 18.24 16.72 1.05
CaO 17.41 14.74 25.83 0.00
MnO 0.13 0.13 0.08 3.43
FeO 4.73 5.79 2.26 93.00
Na2O 0.84 1.68 0.01 0.00
Sum 99.35 99.34 99.57 99.3
d18OSMOW 4.9 6.2 20.9 21.5 12.3 31.3 9.6 8.0 6.9 8.6

a Composition calculated by using idealized formula.
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ing mass bias corresponds with increasingd34Sbias

values (less negative numbers).

4. Results

The results of over 1500 ion microprobe oxygen,
carbon, and sulfur isotope ratio measurements are
summarized in this article. Additional information is
available from the senior author on request.

4.1. Sulfur isotopes

The results obtained by using negative and positive
secondary ions are summarized in Tables 5 and 6,
respectively. The bulk of the data was collected by
using negative secondary ions, as (1) superior preci-
sion is obtained and (2) these data can be more
directly compared to the mass bias behavior of oxy-
gen and carbon. More limited data was collected by
using positive secondary ions, as there are several
sources of literature values for sulfur mass bias
obtained by using positive secondary ions and oxygen
primary ion beams [22–25]. The cumulative data set
allows consideration of mass bias effects arising from
use of various primary ions and secondary ion polarity
and energy. Mass bias has also been demonstrated to
depend on primary ion energy [26], but these effects
were not directly investigated in this study. To mini-
mize errors associated with session-to-session calibra-
tion of the instrument, all analyses associated with a
particular experiment (e.g., matrix effects with a Cs1

primary beam and negative secondary ions) were run
in the same analytical session. No intrasession drift
correction was necessary, as isotope ratios measured
on a particular standard remained constant during
individual, continuous analytical sessions, even for
sessions that exceeded 100 h duration.

4.1.1. Effect of changes in offset voltage

A series of experiments were run in which the
sample accelerating voltage was varied relative to the
acceptance energy of the mass spectrometer (45006
20 V) to examine the effect of the secondary ion

kinetic energy on mass bias (Figs. 1 and 2). For
positive secondary ions, the general relationship be-
tween secondary ion energy and mass bias is similar
for both Cs1 and O2

1 primary beams; there is insuf-
ficient data using an O2 primary beam to judge any
trend. Mass bias decreased by 10 to 20‰ as the offset
voltage was increased from 0 to 20–40 V, behavior
similar to that documented by Gnaser and Hutcheon
[27] for other light elements. Following this initial
decrease, mass bias rapidly increased (d34Sbias values
become more negative) with increasing offset voltage,
with gradients of;0.3‰/eV.

For negative secondary ions, the change in mass
bias as a function of initial kinetic energy varies with
the type of primary ion beam (Fig. 2). For analyses
that use a Cs1 primary ion beam, mass bias increased
with increasing offset voltage. The magnitude of the
increase was not nearly as great as for positive
secondary ions (;0.06‰/eV); the gradient decreased
with increasing secondary ion energy. This is similar
to mass bias behavior observed when analyzing neg-
ative oxygen secondary ions sputtered by a Cs1

primary beam [13]. The behavior of negative second-
ary ions sputtered by using oxygen primary beams is
different (Fig. 2). For sputtering with both O2 and
O2

1, d34Sbias decreased (by;25‰) as the offset
voltage was increased from 0 to 100 V. For secondary
ions with initial kinetic energy greater than 100 eV,
mass bias remained relatively constant (decreasing
only a few ‰) with further increases in offset voltage.

Although variations in mass bias due to instrument
tuning make it difficult to compare the magnitude of
mass bias under different analytical conditions, some
generalities are clear as illustrated by using the
mineral pyrrhotite (Fig. 3). Low-energy, negative
secondary ions sputtered by a Cs1 primary beam have
the smallest mass bias (210 to 230‰ d34Sbias val-
ues). In contrast, low-energy, negative secondary ions
sputtered by oxygen primary ion beams have the
largest mass biases (280 to 2120‰). Low-energy,
positive secondary ions have intermediated34Sbias

values (260 to230‰) for all three primary ion beams
that were employed. Compared to positive ions, mass
bias measured for negative secondary ions is much less
sensitive to variations in secondary ion energy.
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Table 5
Instrumental mass bias measured on sulfide minerals by using negative secondary ions [34S/32S: Measured34S/32S ratio, IP‰: average internal precision of the individual
analyses for each mineral under those conditions,s‰: error (1 standard deviation) of the instrumental mass bias, determined by the reproducibility ofn analyses]

Phase
Standard
“True”
34S/32S 3 100

Cpy
Trout Lk
4.5018

Cpy
Norilsk
4.5362

Pnt
Kambald
4.5104

Pnt
Norilsk
4.5362

Po
Anderson
4.5068

Py
Balmat
4.5684

Sph
Balmat
4.565

Tr
CDT
4.50045

Cpy
OPM721
4.5107

Po
Enonko
4.5045

Py
Calum
4.5167

Py
123
4.5068

Py
AJH 1
4.4797

Sph
AJH
4.4347

Sph
Chisel
4.5071

3/14/95, Cs1 primary beam, 350 V offset
# Anal 426.6 4 4 4 5 18 5 4 5 5 5 6 5 5
34S/32S 3 100 4.2843 4.3198 4.2829 4.2981 4.2737 4.3506 4.3701 4.2975 4.2750 4.3063 4.2889 4.2653 4.2283 4.3015
IP‰ 0.24 0.23 0.22 0.22 0.21 0.22 0.25 0.22 0.20 0.23 0.22 0.22 0.27 0.27
d34Sbias‰ 248.3 247.7 250.4 252.5 251.7 247.7 242.7 247.3 250.9 246.6 248.4 247.8 246.6 245.6
s‰ 0.24 0.19 0.24 0.35 0.22 0.36 0.60 0.36 0.30 0.70 1.48 0.44 1.53 1.16

3/20/95, Cs2 primary beam, 0 V offset
# Anal 3 3 4 3 3 4
34S/32S 3 100 4.3820 4.4142 4.3900 4.4021 4.3767 4.4464
IP‰ 0.24 0.23 0.52 0.25 0.38 0.32
d34Sbias‰ 226.6 226.9 226.7 229.6 228.9 226.7
s‰ 0.06 0.66 0.74 0.26 1.18 0.51

7/6/95, O2 primary beam, 0 V offset
# Anal 4 8 4
34S/32S 3 100 4.0503 4.1079 4.0502
IP‰ 0.47 0.48 0.47
d34Sbias‰ 2101.3 2100.8 2100.0
s‰ 0.84 0.62 0.84

8/29/95, O2 primary beam, 0 V offset
# Anal 4 4 4 5 3 3
34S/32S 3 100 4.0295 4.1217 4.0483 4.0974 4.1818 4.0501
IP‰ 0.40 0.32 0.33 0.32 0.41 0.27
d34Sbias‰ 2104.9 290.1 2101.7 2103.7 284.0 2100.1
s‰ 0.15 0.54 0.34 0.82 0.85 0.80

7/7/95, O2
1 primary beam, 0 V offset

# Anal 4 3 7 4
34S/32S 3 100 4.0921 4.036 4.0934 4.0399
IP‰ 0.49 0.44 0.35 0.31
d34Sbias‰ 297.6 2104.5 2104.0 2102.3
s‰ 1.24 0.37 0.39 0.53

8/28/95, O2
1 primary beam, 0 V offset

# Anal 4 4 4 4 4
34S/32S 3 100 4.0921 4.1361 4.0708 4.1247 4.0583
IP‰ 0.37 0.44 0.31 0.45 0.32
d34Sbias‰ 291.0 288.2 296.8 297.1 298.3
s‰ 0.96 1.14 0.28 1.00 1.14
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4.1.2. Sulfur ion yields
A Cs1 primary ion beam enhances secondary ion

yields for both positive and negative ions (Fig. 4), and
for any primary beam, ion yields are typically greater

for negative secondary ions. Change in ion yield as a
function of offset voltage is similar under all analyt-
ical conditions, decreasing by 2–3 orders of magni-
tude with increases in offset voltage from 0 to
100–200 V. However, the gradient of this decrease is
steeper for positive secondary ions and, as discussed
below, correlates with increased sensitivity of mass
bias as a function of mineral chemistry for positive
secondary ions.

In general, relative sulfur ion yields of the different
minerals are similar irrespective of instrumental con-
ditions (Fig. 5). Pentlandite and pyrrhotite typically

Fig. 1. Pyrited34Sbias values as a function of secondary ion energy
for positive secondary ions. Most 1s error bars are smaller than
symbols.

Fig. 2. Pyrited34Sbias values as a function of secondary ion energy
for negative secondary ions. Most 1s error bars are smaller than the
symbols.

Fig. 3. Summary of pyrrhotited34Sbias values as a function of
primary ion beam and secondary ion polarity. Data sources: 1—this
study; 2—[25]; 3—[24]; 4—[23]; 5—[22]. 1–4 were obtained by
using Cameca 3f or 4f instruments, 5 by using SHRIMP. 1‰ error
bars are smaller than the symbols.

Table 6
Instrumental mass bias measured on sulfide minerals by using
positive secondary ions [34S/32S: Measured34S/32S ratio, IP‰:
average internal precision of the individual analyses for each
mineral under those conditions,s‰: error (1 standard deviation)
of the instrumental mass bias, determined by the reproducibility
of n analyses]

Phase
Standard
“True”
34S/32S 3 100

Cpy
Trout Lk
4.5018

Pnt
Kambald
4.5104

Po
Anderson
4.5068

Py
Balmat
4.5684

3/21/95, Cs1 primary beam, 0 V offset
# Anal 2 2 1
34S/32S 3 100 4.2369 4.2829 4.2513
IP‰ 0.49 1.08 0.69
d34Sbias‰ 258.9 258.3 256.7
s‰ 1.5 1.2 n.a.

4/6/95, O2 primary beam, 0 V offset
# Anal 2 3 3
34S/32S 3 100 4.382 4.3137 4.3817
IP‰ 1.28 1.15 1.05
d34Sbias‰ 248 242.9 240.9
s‰ 0.8 1 1.3

3/28/95, O2
1 primary beam, 0 V offset

# Anal 5 4 3
34S/32S 3 100 4.3933 4.3964 4.4464
IP‰ 0.79 0.81 0.78
d34Sbias‰ 224.1 224.5 226.7
s‰ 0.5 2.7 1.4
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have the lowest ion yields, and chalcopyrite the
highest. This range in relative ion yields decreases
when high-energy secondary ions are analyzed, be-
havior that has been observed for other elements [e.g.,
28]. There is no obvious relationship between ion
yield and the atomic proportion of sulfur in the
different minerals.

4.1.3. Sulfur isotope mass bias
The relationships between matrix composition,

instrumental conditions, and mass bias from both our
work and published values are summarized in Tables

5 and 6 and Fig. 6. The following general observa-
tions are based on results for chalcopyrite, pyrite,
pentlandite, and pyrrhotite.

(1) When analyzing negative secondary ions, the
range in mass bias is much smaller when using a Cs1

primary ion beam compared to either polarity of
oxygen primary beam. For pyrrhotite, pyrite, chal-
copyrite, and pentlandite, the range ind34Sbias values
is only 3‰ when using a Cs1 primary ion beam (for
low-energy ions), 9‰ when using an O2

1 primary
beam, and 15‰ for an O2 primary beam (Fig. 6).

(2) When using a Cs1 primary ion beam, differ-
ences in mass bias are slightly larger for high-energy
secondary ions when compared to low-energy second-
ary ions. For the same set of minerals, the variation in
mass bias increases from 3‰ at 0 V offset to 5‰ for
a 350 V offset. For both low and high-energy second-
ary ions, the relative fractionation between the differ-
ent minerals is similar, Po, Pt , Cpy # Py (Fig. 6).

(3) For both positive and negative secondary ions,
the use of an O2 primary ion beam appears to result
in the largest range in mass bias between different
minerals (Fig. 6).

(4) Comparison of results from different laborato-
ries shows that relative differences in mass bias
measured by using nominally similar conditions (e.g.,

Fig. 4. Pyrite32S ion yield as a function of primary ion beam and
secondary ion polarity.

Fig. 5.32S ion yield from different minerals as a function of primary
ion beam and secondary ion polarity. Ion yields are normalized to
that of pyrrhotite (Po). All data obtained by using low energy ions
with the exception of Cs (EEF). Py—pyrite; Po—pyrrhotite;
Pnt—pentlandite; Cpy—chalcopyrite; Sph—sphalerite; Tr—troi-
lite (Table 2).

Fig. 6. Summary ofd34Sbias values for a variety of minerals under
different instrumental conditions. Mass bias values have been
normalized to that measured on pyrrhotite (Po). Data sources:
1—this study; 2—[25]; 3—[24]; 4—[23]; 5—[22]. All data ob-
tained by using low energy secondary ions with the exception of Cs
(EEF). Abbreviations after Fig. 5; Gal-galena.
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O2 primary ion beam; low energy positively charged
secondary ions) vary by up to 10‰ (Fig. 6).

4.2. Oxygen and carbon isotopes

The results of extreme energy filtering analyses of
oxygen isotopes in silicate and oxide minerals, and
oxygen and carbon isotopes in carbonates, are sum-
marized in Tables 7 and 4, respectively. In general, as
would be expected for homogeneous materials, repro-
ducibility as assessed by the standard deviation of
repeat analyses on any given mineral is similar to or
better than the internal precision of individual analy-
ses. Within individual analytical sessions (from 8 to
over 100 h) we did not observe any drift in mass bias
as monitored by periodic analysis of a particular
standard. The average mass bias that we measured on
any given mineral is similar to those measured by
other laboratories utilizing extreme energy filtering
[13,29].

4.2.1. Long-term reproducibility
The absolute mass bias measured on quartz (SiO2)

during analytical sessions over a three-year period has
varied between265‰ and285‰, with most values
falling between269 and275‰ (Fig. 7). The session-
to-session variation is partially due to differences in
instrumental parameters such as mass spectrometer
tuning and electron gun alignment. However, the
dominant cause is change in electron multiplier re-
sponse with time. The largest deviations from the
median quartz mass bias value can be correlated with
changes in conversion efficiency of the electron mul-
tiplier. Session-to-session variation can be minimized
by checking the relative Faraday cup/electron multi-
plier (FC/EM) response and increasing the electron
multiplier high voltage to maintain a constant FC/EM
ratio.

Session-to-session changes in mass bias require the
instrument to be calibrated every analytical session.
This is simple for isochemical materials, as an appro-
priate standard can be analyzed and used to calibrate
the mass bias. For chemically complex systems, it is
not feasible to calibrate matrix-mass bias relations
involving multiple standards every session. However,

although absolute values of mass bias may vary
significantly, the relative difference in mass bias
between different minerals is similar from session to
session. Isotope ratios measured on different minerals
in different sessions can be normalized by using ratios
measured on a mineral such as quartz by using the
following equation:

~18O/16Ounknown)[(
18O/16Oave std)/

(18O/16Omeas. std)] (5)

where 18O/16Ounknown is the ratio measured on any
mineral in a particular session,18O/16Omeas. stdis the
ratio measured on quartz during the same session, and
18O/16Oave std is a fixed ratio chosen for the quartz
standard (the average of18O/16O ratios measured on
quartz over multiple sessions).

By using this approach, mass bias for a variety of
minerals is usually reproducible at a level similar to
analytical uncertainty (Fig. 8, Table 7). These results
indicate that a single standard can be used for daily
mass bias calibration once the general mass bias-
matrix relationship is known, and allows mass bias-
matrix effects between various minerals measured in
different analytical sessions to be compared.

4.2.2. Oxygen mass bias in silicates
A number of general observations can be made on

the relations betweend18Obias, chemical composition,
implanted Cs, and ion yields in silicate minerals:

(1) As has been previously noted [13,15], there is
a relatively good correlation between mass bias and
average atomic weight (Fig. 9).

(2) Within different mineral groups, there are
systematic relationships between chemical composi-
tion and mass bias. Fe- (and Mn-) rich compositions
are the least fractionated, Mg-rich compositions the
most fractionated, and Ca compositions are interme-
diate. As the mass bias of Mn and Fe compositions are
similar, and Mn is typically a minor component, it can
be considered equivalent to Fe in most minerals
(XMn/(Fe1Mn) ,10‰). In garnet (and the orthosili-
cates olivine and monticellite) the change in mass bias
as a function of atomic weight is much less between
Mg and Ca compositions when compared to compo-
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Table 7
Oxygen isotopes measured on silicate, some carbonate, and oxide phases [18O/16Omeas: Average raw ratio measured on each mineral,dbias:
Instrumental mass bias calculated on the average raw ratio in per mil (see text). error: Reproducibility ofdinst based on the standard
deviation ofn measurements.dnorm: Instrumental mass bias normalized to a value of273.8‰ for quartz (SiO2) to allow intersession
comparisons (see text)]

Date Sample n 18O/16Omeas

dbias

(‰)
Error
(‰)

dnorm

(‰)

4-20-94 Bz Qtz 3 1.8947 275.4 0.7
4-20-94 SP Fsp 8 1.8796 271.9 1.4 270.4
5-2-94 Bz Qtz 6 1.9021 271.7 1.1
5-2-94 UT Cc 6 1.8829 268.0 1.0 266.0
5-3-94 Bz Qtz 7 1.9190 263.5 1.5
5-3-94 UT Cc 6 1.9093 255.1 1.4 265.4
5-4-94 Bz Qtz 4 1.8959 274.8 1.3
5-4-94 437 Px 3 1.8693 272.7 1.2 271.7
5-5-94 Bz Qtz 5 1.9008 272.4 1.1
5-5-94 GM Gnt 4 1.8965 260.0 1.6 261.5
5-5-94 183 Px 4 1.8797 268.4 0.9 269.8
5-6-94 Bz Qtz 6 1.9020 271.8 1.0
5-6-94 SP Fsp 4 1.8825 270.5 0.6 272.5
5-6-94 183 Px 6 1.8800 268.2 0.9 270.2
8-12-94 Bz Qtz 7 1.8950 275.2 0.7
8-12-94 UT Cc 6 1.8869 266.1 0.4 264.7
8-12-94 SP Fsp 5 1.8816 270.9 0.7 269.5
8-12-94 PyQ Gnt 6 1.8725 271.3 0.6 269.9
8-12-94 Gspd Gnt 5 1.8857 266.6 0.5 265.2
8-12-94 Brk Gnt 6 1.9194 249.2 0.9 247.7
8-12-94 Am Fsp 6 1.8797 272.4 0.6 271.0
8-16-94 Bz Qtz 8 1.8974 274.0 0.7
8-16-94 UT Cc 6 1.8871 266.0 0.4 265.8
8-16-94 SP Fsp 6 1.8841 269.7 0.7 269.5
8-16-94 Carr Qtz 4 1.9145 274.2 0.9 274.0
8-17-94 Bz Qtz 6 1.9039 270.9 0.6
8-17-94 SP Fsp 6 1.8856 269.0 0.8 271.9
8-31-94 Bz Qtz 8 1.8916 276.9 1.1
8-31-94 N-28 Qtz 3 1.8682 277.2 0.9 274.1
8-31-94 Carr Qtz 4 1.9085 277.1 0.5 274.0
8-9-94 Bz Qtz 8 1.9072 269.3 0.8
8-9-94 183 Px 6 1.8762 270.1 0.9 274.6
9-27-94 Bz Qtz 5 1.8891 278.1 0.5
9-27-94 UT Cc 5 1.8666 270.6 0.8 266.3
9-27-94 SP Fsp 3 1.8752 274.1 0.7 269.8
9-27-94 SC Oliv 3 1.8730 271.0 0.2 266.7
9-27-94 PyQ Gnt 4 1.8648 275.1 1.2 270.8
9-27-94 Ont Fsp 3 1.8815 271.3 1.1 266.9
9-27-94 ND Cc 3 1.8694 277.3 0.3 273.0
9-27-94 Mont 4 1.9077 269.0 1.1 264.7
9-27-94 Kyan 3 1.8641 277.7 0.5 273.5
9-27-94 Gspd Gnt 3 1.8809 269.0 0.7 264.6
9-27-94 FeD Cc 3 1.8910 258.9 0.2 254.5
9-27-94 DM Cc 3 1.8436 279.3 0.5 275.1
9-27-94 183 Px 4 1.8700 273.2 0.8 268.9
9-27-94 Casc Px 3 1.8977 273.0 0.7 268.7
9-27-94 Brk Gnt 3 1.9107 253.5 0.4 249.1
9-27-94 Am Fsp 3 1.8720 276.2 0.6 271.9
9-27-94 438 Gnt 3 1.8778 266.3 0.5 262.0

continued
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Table 7
(continued)

Date Sample n 18O/16Omeas

dbias

(‰)
Error
(‰)

dnorm

(‰)

9-28-94 Bz Qtz 8 1.8872 279.0 0.5
9-28-94 SHR4 Rt 4 1.9367 236.9 0.9 231.4
9-28-94 LP204 Mt 3 1.9348 243.6 0.9 238.2
9-28-94 MAn Fsp 3 1.8672 277.7 0.8 272.5
9-28-94 GM Gnt 3 1.8827 266.9 1.0 261.6
9-28-94 Brk Gnt 3 1.9086 254.5 1.0 249.2
9-28-94 437 Gnt 3 1.8731 270.5 0.1 265.3
11-1-94 Bz Qtz 4 1.9056 270.0 1.0
11-1-94 BOG Qtz 3 1.8853 271.2 0.1 273.8
11-1-94 Sps Gnt 4 1.9172 249.0 0.9 251.7
11-1-94 PyQ Gnt 3 1.8728 271.1 0.7 273.7
11-1-94 Mex Gnt 4 1.8977 261.9 0.9 264.5
11-1-94 J546 Gnt 3 1.8879 261.1 0.9 263.7
11-1-94 JL1 Gnt 3 1.8875 263.8 0.3 266.4
11-1-94 Gspd Gnt 4 1.8908 264.1 0.8 266.7
11-1-94 GM Gnt 3 1.8956 260.5 0.1 263.1
11-1-94 CrA Px 4 1.8805 266.8 0.8 269.4
11-1-94 Brk Gnt 3 1.9247 246.5 1.0 249.2
11-1-94 GrA Gnt 3 1.8786 266.4 1.4 269.0
11-1-94 AZ Gnt 3 1.8871 262.8 1.3 265.4
11-1-94 438 Gnt 3 1.8903 260.1 1.5 262.7
11-3-94 BOG Qtz 5 1.8890 269.4 0.5
11-3-94 J147 Gnt 3 1.8899 262.5 0.4 266.9
11-3-94 1147 Gnt 3 1.8872 262.0 0.1 266.5
11-3-94 JH1 Gnt 3 1.8890 263.0 1.2 267.4
11-3-94 JE3 Gnt 4 1.8988 259.6 0.4 264.1
11-3-94 G143 Gnt 3 1.8994 259.6 0.3 264.1
11-3-94 GM Gnt 3 1.8975 259.5 1.3 264.0
11-3-94 CrA Px 2 1.8872 263.4 0.6 267.9
11-3-94 Brk Gnt 3 1.9281 244.8 1.4 249.4
12-13-94 BOG Qtz 1 1.8950 266.4 0.8
12-13-94 Mex Gnt 2 1.9037 260.6 0.9 268.0
12-13-94 And Gnt 9 1.9000 249.0 0.8 256.5
12-15-94 BOG Qtz 2 1.8788 274.4 0.1
12-15-94 SL18 Oliv 1 1.8720 271.6 1.0 271.0
12-15-94 Mont 2 1.9165 264.7 0.0 264.1
12-15-94 ESt Oliv 2 1.8779 260.8 1.4 260.1
12-15-94 CM Oliv 3 1.8701 274.6 1.2 274.0
12-15-94 CrA Px 2 1.8803 266.8 1.6 266.2
12-19-94 BOG Qtz 8 1.8732 277.2 0.6
12-19-94 SP Fsp 4 1.8723 275.2 0.4 271.9
12-19-94 Shrp Fsp 5 1.8669 276.7 1.1 273.3
12-19-94 SHR6 Fsp 4 1.8762 273.6 0.6 270.3
12-19-94 OLa Fsp 4 1.8637 275.2 0.7 271.8
12-19-94 MBy Fsp 4 1.8679 273.9 0.9 270.5
12-19-94 MAn Fsp 4 1.8688 276.9 0.9 273.5
12-19-94 JAn Fsp 4 1.8670 274.1 0.6 270.7
12-19-94 CrA Px 4 1.8663 273.8 0.8 270.4
12-19-94 Am Fsp 4 1.8742 275.1 1.0 271.7
2-21-95 BOG Qtz 7 1.8512 288.0 0.9
2-21-95 Spw Oliv 3 1.8573 276.4 1.0 262.0

continued
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sitions varying between Fe (1Mn) and Ca end mem-
bers (Table 7). Similar relationships are observed in
carbonate minerals.

(3) Within mineral groups dominated by Mg–
Ca–Fe (1Mn) compositional variations, there is good
correlation between the atomic proportion of Fe
(1Mn) and mass bias, provided the proportion of Mn
remains small (Fig. 10).

(4) There is a relatively good correlation between

decreasing mass bias and an increase in the secondary
ion intensity of133Cs2 relative to the16O2 secondary
ion intensity, normalized to the total amount of
oxygen present in the sample (133Cs2/16O2) (Fig. 11).

(5) There is a strong correlation between atomic
Fe1Mn (relative to Fe–Mg–Ca–Mn) and133Cs2/
16O2 in garnets and olivines (Fig. 12). There is also a
good correlation between133Cs2/16O2 and percent-
age of atomic Na in feldspars along the Na–Ca

Table 7
(continued)

Date Sample n 18O/16Omeas

dbias

(‰)
Error
(‰)

dnorm

(‰)

2-21-95 SL18 Oliv 3 1.8528 280.8 1.3 266.5
2-21-95 SC Oliv 4 1.8564 279.3 0.8 264.9
2-21-95 Mont 4 1.8834 280.9 1.0 266.5
2-21-95 J147 Oliv 5 1.8493 282.5 0.8 268.2
2-21-95 ESt Oliv 4 1.8493 275.1 0.7 260.6
2-21-95 CM Oliv 4 1.8462 286.4 0.3 272.2
2-21-95 CrA Px 4 1.8547 279.5 0.3 265.2
2-21-95 1888 Oliv 4 1.8574 278.4 0.5 264.0
2-21-95 Ami Oliv 4 1.8641 281.7 1.2 267.3
2-21-95 All Oliv 5 1.8455 286.2 1.2 272.0
4-11-95 BOG Qtz 6 1.8772 275.2 0.5
4-11-95 And Gnt 4 1.8845 256.8 0.8 255.4
4-11-95 Brk Gnt 4 1.9185 249.6 0.4 248.2
4-11-95 438 Gnt 4 1.8863 262.1 0.9 260.7
4-11-95 PyQ Gnt 4 1.8689 273.1 1.1 271.7
4-11-95 Gspd Gnt 4 1.8861 266.4 0.5 265.0
4-11-95 GrA Gnt 4 1.8717 269.8 0.6 268.4
4-11-95 Mex Gnt 4 1.8892 267.7 0.4 266.3
4-19-95 BOG Qtz 12 1.8850 271.4 1.0
4-19-95 Sps Gnt 4 1.9229 246.2 0.3 248.7
4-19-95 PyQ Gnt 4 1.8789 268.1 0.2 270.6
4-19-95 Mex Gnt 4 1.9000 262.4 0.6 264.9
4-19-95 J147 Gnt 4 1.8899 262.5 0.5 264.9
4-19-95 1146 Gnt 4 1.8850 263.1 0.6 265.6
4-19-95 J546 Gnt 4 1.8847 262.7 0.3 265.2
4-19-95 JL1 Gnt 4 1.8884 263.3 0.3 265.8
4-19-95 JH1 Gnt 4 1.8884 263.3 1.0 265.8
4-19-95 JE3 Gnt 4 1.8987 259.7 0.4 262.2
4-19-95 Gspd Gnt 4 1.8976 260.7 0.5 263.2
4-19-95 G143 Gnt 4 1.9020 258.3 1.0 260.8
4-19-95 GM Gnt 4 1.9039 256.4 1.0 258.8
4-19-95 Brk Gnt 4 1.9290 244.4 0.5 246.9
4-19-95 GrA Gnt 4 1.8844 263.5 0.8 266.0
4-19-95 AZ Gnt 4 1.8937 259.6 1.0 262.0
4-19-95 And Gnt 4 1.8912 253.4 1.1 255.9
4-19-95 438 Gnt 4 1.8948 257.9 0.8 260.4
4-19-95 Mel Gnt 4 1.9149 252.9 0.8 255.4
4-19-95 Mal Gnt 4 1.9076 257.4 1.7 259.9
4-19-95 May Gnt 4 1.9136 257.6 1.2 260.0
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compositional join; K feldspars are offset from the
main trend (Fig. 13).

(6) There is no apparent correlation between oxy-
gen ion yield (counts16O2 per s per nA of primary
current) and either mass bias (Fig. 14) or mineral
chemistry, even within individual mineral groups.

4.2.3. Oxygen and carbon mass bias in carbonates
Analysis of carbonate minerals allows study of

both carbon and oxygen mass bias behavior in the
same matrix. As a wide variety of cations can substi-
tute into the carbonate structure, there are a number of
carbonate end-member minerals. We have noted both
similarities and differences between oxygen isotope

mass bias behavior in silicates and that observed for
oxygen (and carbon) isotopes in carbonates:

(1) Oxygen and carbon mass bias in different
matrices is relatively well correlated, although
there is some scatter, particularly for Zn carbonate
(Fig. 15).

(2) There is a general correlation between decreas-
ing oxygen mass bias and increasing atomic weight,
although there are significant variations from the
general trend, particularly for carbonates with large
concentrations of Pb and Ba (Fig. 16). Similar trends

Fig. 7. Averaged18Obias values for quartz (SiO2) measured over a
three-year period.

Fig. 8. d18Obias values for different minerals measured in different
analytical sessions over approximately one year (Table 7). Data
normalized to the mass bias measured on quartz (SiO2). Error bars
represent 1s reproducibility.

Fig. 9. d18Obias as a function of the normalized atomic weight of
different silicate minerals (modified from [13]). Abbreviations are:
Qtz—quartz; Cpx—clinopyroxene; Gnt—garnet; Fsp—feldspar;
Ol—olivine; Ky—kyanite (see Table 3 for compositions). Error
bars represent 1s reproducibility.

Fig. 10.d18Obias as a function of the atomic proportion of Fe1Mn
in silicate minerals. Abbreviations after Fig. 9. Error bars represent
1s reproducibility.
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are observed ford13Cbias, although there is more
scatter.

(3) Relative mass bias relations among Mg, Ca, Fe,
and Mn compositions are similar to those observed in
silicates: Mg compositions are the most fractionated,
Fe (1Mn) the least fractionated, and Ca compositions
have intermediate fractionations closer to those of Mg
compositions.

(4) Within minerals dominated by substitutions
involving Mg, Ca, Fe, and Mn, there is a reasonable
correlation between XFe1Mn and oxygen mass bias,
as is observed in silicates (Fig. 17). However, the

relationship is not linear, and utilizing XFe to
estimate mass bias [e.g., 30] could lead to signifi-
cant errors in accuracy, particularly for Mg-rich
compositions.

(5) In contrast to silicates, mass bias in carbonates
is not well correlated with the ratio of the secondary
ion intensities of133Cs2 and16O2 (Fig. 18). There is
also little correlation between mass bias and the
133Cs2/12C2 ratio.

(6) There is a good correlation between oxygen ion
yield andd18Obias (Fig. 19). The correlation between
oxygen ion yield andd13Cbias is similar but more
scattered.

(7) For carbonates in the Mg–Ca–Pb–Ba–Sr sys-

Fig. 11.d18Obiasas a function of the secondary133Cs2/16O2 count
ratio (normalized to proportion of atomic oxygen) in silicate
minerals. Abbreviations after Fig. 9. Error bars represent 1s
reproducibility.

Fig. 12. Secondary ion133Cs2/16O2 ratio (normalized to proportion
of atomic oxygen) as a function of atomic Fe1Mn in silicate
minerals. Abbreviations after Fig. 9.

Fig. 13. Secondary ion133Cs2/16O2 ratio (normalized to proportion
of atomic oxygen) as a function of atomic Na in feldspars.

Fig. 14.d18Obias in silicates as a function of16O2 ion yield. Error
bars represent 1s reproducibility.
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tem, and for Ca–Mg carbonates with moderate sub-
stitution of Mn and Fe (Fig. 20), there is a good
correlation betweend18Obias and carbon ion yield.
However, near end-member Mn and Fe carbonates
fall significantly off this trend, as do Zn carbonates.
Again with the exception of Zn carbonate, similar
relations are observed betweend13Cbias and carbon
ion yields. The mass bias behavior of Zn carbonate
appears to be strongly element dependent;d18Obias

values are similar to Fe and Mn end-member carbon-
ates, butd13Cbias values are more similar to Ca–Mg
carbonates (Fig. 20).

(8) As indicated by comparison of Figs. 16 and 19,
there is a general trend between increasing oxygen ion
yield and increasing average atomic weight.

(9) The d13Cbias value of a pure carbon target
(graphite, 246.5‰) is intermediate in the range
observed for carbonates.

Fig. 15. Correlation betweend18Obias and d13Cbias values for
carbonates. CaFeMg indicates solid solutions among Ca–Mg–
Fe–Mn components. Other minerals have.85‰ cation proportion
of the indicated end-member component. Error bars represent 1s
reproducibility.

Fig. 16. Carbonated18Obias and d13Cbias values as a function of
atomic weight normalized to one CO3. Abbreviations after Fig. 15.
Error bars represent 1s reproducibility.

Fig. 17. Carbonated18Obias and d13Cbias values as a function of
atomic proportion of Fe1Mn. Abbreviations after Fig. 15. Error
bars represent 1s reproducibility.
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5. Discussion

5.1. Mass bias models

The instrumental contribution to mass bias can be
controlled by the operator, making corrections rela-
tively simple. However, isotopic fractionation occur-
ring during sputtering/ionization also depends upon
the target material, and correcting for these matrix
dependent effects is more problematic. Sputtering
theory suggests that a number of target-dependent
factors will determine mass fractionation, including
binding energy of the surface atoms (bond strength),
the mass ratio of the isotopes, the work function of the
surface, emission angle, ionization potential, and ki-
netic energy of both the sputtering and sputtered ions
[e.g., 27,31–35]. A variety of sputtering/ionization
mechanisms have been proposed [e.g., 35–44]. Mass

fractionation behavior in ionic solids is predicted
fairly well by a bond-breaking model [e.g. 36], and
that of metals and semiconductors by an electron
tunneling model [e.g. 35]. However, none of these
models predicts the general observation that light
isotope enrichment increases with secondary ion en-
ergy .30–50 eV. Several workers have suggested
that there are competing mechanisms of ion produc-
tion [e.g. 10,42,44], with bond-breaking or electron
tunneling mechanisms dominant for low-energy sec-
ondary ions and higher energy ion formation domi-
nated by a collisional mechanism.

The development of general sputtering/ionization
models have typically been limited to simple chemical
matrices and application of these models to geological
materials has been hampered by the chemical com-
plexity of minerals and glasses. However, empirical
calibrations and predictive modeling of isotopic frac-

Fig. 18. Carbonated18Obias and d13Cbias values as a function of
133Cs2/16O2 ion yield. Abbreviations after Fig. 15. Error bars
represent 1s reproducibility.

Fig. 19. Carbonated18Obias and d13Cbias values as a function of
oxygen ion yield. Abbreviations after Fig. 15. Error bars represent
1s reproducibility.
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tionations arising from matrix effects have been
undertaken for a number of light stable isotopes
including hydrogen [10,11], oxygen [13,15,29,45–
49], and boron [9]. In the following discussion, the
application of these empirical models will be tested by
using the data presented here. Most silicate and
carbonate minerals are complex solid solutions and
considerable effort has focused on the development of
oxygen isotope mass bias models for these phases. As
matrix effects are thought to be simpler for high-
energy secondary ions [e.g. 16,29] results obtained for
oxygen isotopes in silicates, and oxygen and carbon
isotopes in carbonates by using extreme energy filter-
ing, will be discussed first. These results will be
compared to the limited amount of data available from
other laboratories for oxygen isotope ratios measured
on silicates and carbonates by using low-energy
secondary ions.

5.2. Isotopic mass bias of oxygen in silicates using
high-energy secondary ions

Variations in mass bias as a function of matrix
composition are large when using extreme energy
filtering, even within single mineral groups; for ex-
ample, values ofd18Obiasvary 20 to 80‰ between Fe
and Mg end-member compositions, depending on the
mineral group. This range is far larger than the natural
variations ofd18O values in most geologic systems.
Therefore, an accurate method of correcting measured
isotope ratios for matrix effects is critical for the
application of SIMS methods.

In their paper demonstrating the extreme energy
filtering method for the analysis of oxygen isotopes,
Hervig et al. [13] suggested that mass bias was
strongly correlated with the oxygen-normalized for-
mula weight of a wide variety of minerals. This
observation was based on the analysis of a limited
number of mineral phases with restricted chemical
compositions. Further work on minerals with a wider
range of chemical composition has demonstrated that,
although the general correlation of decreasing instru-
mental fractionation associated with increasing for-
mula weight is relatively strong, this approach can
result in accuracy errors greater than 10‰ for some
minerals [15; Fig. 9]. Despite differences in the
magnitude by whichd18Obiasvaries, there are system-
atic correlations between mass bias and chemical
composition for a variety of silicate (garnet, olivine,
pyroxene) and carbonate mineral groups. Mg-rich
compositions give consistently higher mass biases;
Fe- and Mn-rich compositions consistently lower.
Ca-rich compositions are similar to, but less fraction-
ated than, Mg-rich compositions [45]. These observa-
tions suggest that mass bias measured by using high
kinetic energy secondary ions might be a relatively
simple function of chemical composition.

For the mineral olivine [a compositionally simple
(Fe,Mg)2SiO4 solid-solution mineral]d18Obias varies
as a linear function of chemical composition (within
analytical uncertainty) along significant portions of
the Fe–Mg binary join (Fig. 21), although this relation
apparently becomes nonlinear at Fe-rich compositions
[29]. Similar linear behavior is also observed along

Fig. 20. Carbonated18Obias and d13Cbias values as a function of
carbon ion yield. Abbreviations after Fig. 15. Error bars represent
1s reproducibility.
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the Fe–Al binary join between andradite
(Ca3Fe2Si3O12) and grossular (Ca3Al2Si3O12) garnets
(Fig. 21). This suggests thatd18Obiascan be calibrated
by linear interpolation along significant portions of
the binary chemical join. For many minerals, this may
be the simplest approach to calibration, mainly requir-
ing enough standards to test the assumption of linear
behavior.

This approach can be extended to mineral systems
with more complex solid solutions if mass bias is
assumed to vary linearly along all binary chemical
joins. By using this approach, the percentage of each
end-member component in an “unknown” sample is
calculated based on the major element analysis (typ-
ically determined by electron microprobe). The mass

bias for each end-member composition is determined
by analyzing standards with near end-member com-
positions. The mass bias of the unknown is then
determined by multiplying the mass bias for each
end-member composition by the atom percentage of
that composition in the unknown, and summing the
results for each end-member [46] by using the equa-
tion

b inst 5 ¥~nxbx! (6)

where n is the atomic fraction of a chemical end-
memberx andbx is the appropriate mass bias for that
end-member composition.

This empirical model can be tested by using garnet,
a complex solid-solution silicate for which we have
analyzed a variety of compositions. A wide range of
potential garnet compositions exists, with principal
substitution occurring in the eightfold and sixfold
coordination sites (Fe,Mg,Ca,Mn)3(Fe,Cr,Al)2Si3O12.
There are six major end-member compositions: al-
mandine (Fe3Al2Si3O12), pyrope (Mg3Al2Si3O12), gros-
sular (Ca3Al2Si3O12), spessartine (Mn3Al2Si3O12), an-
dradite (Ca3Fe2Si3O12), and uvarovite (Ca3Cr2Si3O12).
Most natural garnets, and most of the garnets we
analyzed, have compositions that are.90‰ in the
(Fe,Ca,Mg)3Al2Si3O12 ternary, allowing much of the
chemical variability to be accounted for by using only
these three end-member compositions. For the pur-
poses of these calculations, we have used Brk, PyQ,
and GrA (Table 3) to calculate the Fe-, Mg-, and
Ca-end-member mass biases. The results for these
calculations are summarized in Table 8. For samples
with minimal (,15‰) spessartine, andradite, and
uvarovite components, the agreement between the
predicted and measured mass biases is typically
within 1.5‰, similar to analytical uncertainty. Addi-
tion of other chemical end members spessartine (Sp)
and andradite (An) to the calculation improves the fit
between predicted and measured end-member biases
(Table 8). The fit can also be slightly improved by
using analyses collected during a single analytical
session, rather than by using the average values
obtained over the entire year-long analytical period.
Similar fits are obtained if all the minerals are used to

Fig. 21. Olivined18Obias values as a function of atomic proportion
of Mg normalized to Fe–Mg along the compositional binary. Garnet
d18Obias values as a function of atomic proportion of the Fe
component normalized to Fe–Al along the andradite-grossular
compositional binary. Error bars represent 1‰ reproducibility of
repeated (3–5) measurements on each standard.
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determine end-member mass biases by multiple re-
gression. These results indicate that, in at least some
mineral systems, if standards bracketing the chemical
compositions are available, matrix effects can be
linearly interpolated with accuracies similar to the
precision of individual measurements. This approach
is limited by the fact that mass bias is not a linear
function of chemical composition in all mineral sys-
tems and by the availability of standards.

A number of workers have suggested that the
shapes of high-energy secondary ion yield curves are
nearly exponential and are consistent with distribu-
tions expected by energy transfer in the collision
cascade (e.g. [10,28,31,42,50]). This has led to the
development of a predictive mass bias model based on
relative differences in the efficiency of energy transfer
between light and heavy isotopes in the collision
cascade [29]. Although multiple collisions are re-

quired to eject a secondary ion into the mass spec-
trometer, by using the assumption that the sputter/
ionization process results solely from kinetic energy
transfer, the isotope fractionation effect will result
from the difference in ionization efficiency (g) for the
two isotopes in the final collision that ejects the ion of
interest from the sample

gH/gL 5 $~MIMH!/~MI 1 MH!2%/$~MIML!/~MI

1 ML!2% (7)

whereM is the mass of: L—the light isotope; H—the
heavy isotope; and I—the colliding ion that ejects the
ion of interest [29]. To account for the chemical
variation in geological matrices, Eiler et al. [29]
proposed that the mass bias efficiencies will sum
linearly based on the atomic proportion of each
element (as proposed for the end-member model

Table 8
d18Obias calculated for garnets assuming linear mass bias behavior between end members [Mass bias calculated by multiplying the atom
percentage of each chemical end member in each garnet by the appropriate end-member mass bias determined by measuring a near end-
member composition garnet. Al—Almandine (Brk Std), Gr—Grossular (GrA Std), Py—Pyrope (PyQ Std), An—Andradite (And Std),
Sp—Spessartine (Sps Std). Both the calculated and measured mass biases use the average value for each mineral obtained over the;1
year analytical period. The end-memberd18Obias were: Py5 272.5‰, Al 5 242.0‰, Gr5 268.7‰, Sp5 250.7‰, An5 255.5‰]

Gr, Py, Al
d18Obias‰

Gr, Py,
Al, An
d18Obias‰

Gr, Py,
Al, Sp
d18Obias‰

Gr, Py,
Al, Sp,
An
d18Obias‰

Measured
d18Obias‰

437 265.8 265.8 265.7 265.7 265.5
Gspd 263.4 263.4 263.3 263.3 264.9
PyQ 271.7 271.7 271.7 271.7 271.7
438 261.2 261.2 261.1 261.1 261.5
Brk 248.4 248.4 248.4 248.4 248.4
GM 258.1 258.1 258.0 258.0 260.5
JE3 263.4 263.4 263.3 263.3 263.2
J546 264.2 264.2 264.1 264.1 265.1
J147 267.6 267.7 267.5 267.6 265.9
JH1 267.0 267.0 266.9 266.9 266.6
AZ 264.8 264.9 264.7 264.7 263.7
Mex 267.3 267.6 267.3 267.6 266.2
JL1 267.6 267.7 267.5 267.6 266.1
G143 260.8 260.8 260.7 260.7 262.0
1146 265.1 265.2 265.0 265.1 266.1
GrA 267.8 267.8 267.8 267.8 267.8
Sps 243.3 243.3 250.2 250.2 250.2
And 258.3 255.7 258.3 255.6 255.7
Mel 258.3 256.8 258.3 256.8 255.4
Mal 248.3 261.2 248.0 261.2 260.9
May 256.8 256.8 259.8 259.8 260.0
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discussed earlier). In addition, they suggested that
there will be an additional factor for each element
arising from variable collision efficiency, and that this
factor would scale as 1/r2 wherer is the atomic radius
of colliding ion. Therefore, the mass bias should be
predicted by using the equation

gH/gL 5 ¥~nIgHr I
22!¥~nIgLr I

22! (8)

wheren is the atomic percentage of colliding atoms
(I) per formula unit andr the radius of ion I.

In practice, application of this equation is some-
what arbitrary, because (1) atomic radii within min-
eral matrices are poorly constrained, such that use of
covelant, ionic, and atomic radii lead to widely
varying predictions; and (2) use of radius as a proxy
for a collisional cross section is uncertain. The equa-
tion also assumes that the amount of implanted
primary ion is essentially constant from one matrix to
another and thus can be ignored. Empirical applica-
tion with covalent radii produced a good correlation
between predicted and measured mass bias among 17
silicate minerals [29]. Eiler et al. [29] also noted that
projection of the relation between measured and
predicted mass bias to the composition of a pure
oxygen target gave ad18Obias value very close to
2111‰, which is the value predicted by using the
Masslight/Massheavy relation [43] observed for pure
metals. This observation was used to suggest that
there are no significant additional source of mass bias
for high energy ions beyond those incorporated into
the energy transfer model and they suggested that the
model might successfully be used for the isotopic
analysis of other elements utilizing high kinetic en-
ergy secondary ions [29].

By using the same equations to model our data set
of forty-four silicate mineral compositions, we ob-
serve a relatively good correlation between the pre-
dicted and measured mass bias (Fig. 22). However,
there is significant scatter, particularly for minerals in
which major element variations are not within the
Fe–Ca–Mg compositional fields, and inaccuracies of
up to 5‰ could result if a “best fit” equation were
applied to our data (Table 9). The absolute range in
magnitude of the predicted mass bias is a factor of ten

smaller than the actual range of measured mass bias.
In addition, this model predicts that mass bias values
should be positive (heavy isotope enriched), whereas
measured mass bias values are negative (light isotope
enriched), indicating that formulation of the energy
transfer model is incorrect. Application of this model
to include carbonates, oxides, and a synthetic Ga–
Ge–Gd (GGD) garnet results in very poor fits (Fig.
23), indicating that the model cannot be extended to
nonsilicates.

The good correlation observed between the mea-
sured133Cs2/16O2 secondary ion ratio andd18Obiasin
silicate minerals suggests a quantitative link between
implanted Cs and mass bias (Fig. 11), and a direct
relationship between higher average atomic weight
and higher133Cs2/16O2 ratio. This could reflect that
the average stopping distance for a Cs1 primary ion is
greater in a lighter matrix, so that, in a steady-state
sputtering system, the relative amount of Cs in the
near-surface will be lower. This could effect the mass
bias in two ways. First, the heavier the colliding ion,
the smaller the relative difference in energy transfer
between two isotopes [e.g. Eq. (8)]. Therefore, in-
creasing amounts of Cs in the near surface will
decrease the degree of fractionation between the light
and heavy isotope. Second, Cs implantation decreases
the work function (and increases ion yield) for nega-
tive ions [e.g. 35]. Theoretical work [51,55] indicates

Fig. 22. Correlation betweend18Obias values measured on silicates
and those predicted by using the kinetic energy sputtering model
[29]. Abbreviations after Fig. 9. Error bars represent 1s
reproducibility.
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Table 9
Calculatedd18Obias for silicate minerals by using different models [Type—Mineral Group, Mont is monticellite, which is another
orthosilicate similar to olivine. Std—See Table 3 for abbreviations: Meas.d18Obias is the average measuredd18Obias (in ‰, Table 6).
KE—Predictedd18Obias by using results of the energy transfer model (see text). KE w/Cs—Predictedd18Obias by using results of the
energy transfer model incorporating Cs (see text). Chem—Predictedd18Obias using atomic proportion of elements in each mineral (see
text). Calc–Meas: The difference between the calculated and measuredd18Obias]

Type Std
Meas.
d18Obias

KE
d18Obias

Calc–
Meas

KE w/Cs
d18Obias

Calc–
Meas

Chem
d18Obias

Calc–
Meas

Qtz Qtz 273.8 272.2 21.6 271.9 21.9 274.4 0.6
Px 183 269.6 272.2 2.6 266.8 22.8
Px Casc 268.7 271.1 2.4 268.6 20.1
Px CrA 267.3 268.0 0.7 267.6 0.3 267.1 20.2
Gnt 437 265.5 266.0 0.5 263.8 21.7 266.0 0.5
Gnt GM 262.3 259.8 22.5 261.1 21.2 259.1 23.2
Gnt Brk 248.2 251.5 3.3 252.7 4.5 249.9 1.7
Gnt PyQ 271.3 271.1 20.2 271.9 0.6 272.4 1.1
Gnt Gspd 264.9 263.9 21.0 265.4 0.5 263.8 21.1
Gnt 438 261.5 261.8 0.3 264.0 2.5 261.9 0.4
Gnt JE3 263.2 263.9 0.7 263.5 0.3 264.0 0.8
Gnt J546 265.1 264.9 20.2 267.0 1.9 264.8 20.3
Gnt J147 265.9 266.0 0.1 265.1 20.8 265.7 20.2
Gnt JH1 266.6 266.0 20.6 267.0 0.4 266.7 0.1
Gnt AZ 263.7 264.9 1.2 264.0 0.3 264.7 1.0
Gnt Mex 265.2 267.0 1.8 266.6 1.4
Gnt JL1 266.1 266.0 20.1 268.1 2.0 266.2 0.1
Gnt J143 262.0 261.8 20.2 262.1 0.1 261.3 20.7
Gnt 1146 266.1 264.9 21.2 265.4 20.7 265.7 20.4
Gnt GrA 267.8 267.0 20.8 271.9 4.1 267.3 20.5
Gnt Sps 250.2 246.4 23.8 248.9 21.3 250.0 20.2
Gnt And 255.7 256.7 1.0 262.7 7.0 255.1 20.6
Gnt Mel 255.4 256.7 1.3 255.5 0.1
Gnt Mal 259.9 262.9 3.0 261.1 1.2
Gnt May 260.0 258.8 21.2 260.2 0.2
Fsp Ont 268.9 269.1 0.2 269.7 0.8
Fsp Am 271.5 270.1 21.4 266.2 25.3 272.7 1.2
Fsp MAn 273.0 270.1 22.9 272.0 21.0
Fsp SK 270.6 269.1 21.5 265.1 25.5 269.8 20.8
Fsp SP 273.3 269.1 24.2 271.8 21.5
Fsp JAn 270.7 269.1 21.6 272.2 1.5 271.1 0.4
Fsp OLa 271.8 269.1 22.7 271.3 20.5 271.6 20.2
Fsp MBy 270.5 269.1 21.4 270.5 0.0 271.7 1.2
Fsp SHR6 270.3 269.1 21.2 264.8 25.5 270.3 0.0
“Oliv” Mont 265.1 270.1 5.0 266.7 1.6 265.9 0.8
Oliv J147 268.2 269.1 0.9 267.5 20.7
Oliv SC 265.8 268.0 2.2 267.2 1.4
Oliv SL18 268.8 267.0 21.8 267.0 21.8 266.2 22.6
Oliv All 272.0 273.2 1.2 273.0 1.0 272.3 0.3
Oliv CM 273.1 272.2 20.9 273.5 0.4 271.3 21.8
Oliv Ami 267.3 270.1 2.8 269.2 1.9 269.3 2.0
Oliv 1888 264.0 266.0 2.0 264.5 0.5
Oliv Spw 262.0 263.9 1.9 262.3 0.3
Oliv ESt 260.4 262.9 2.5 261.3 0.9 261.2 0.8
Kyan Ky 273.5 269.1 24.4 272.4 21.1 273.4 20.1
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that negative ionization potential (P2) will be related
to work function (f) and electron affinity (Ao)
according to the equation

P2}exp @2~f 2 Ao!/eo# (9)

Experimental work has demonstrated thateo is corre-
lated with secondary ion emission velocity (v) for
high energy ions [52], suggesting that ionization
potential will follow the dependence

P2}exp @2~f 2 Ao!/v# (10)

This indicates that a decrease in the work function due
to increased Cs concentration will result in a decrease
in the relative difference in ionization potential be-
tween the heavy and light isotope. Hence, the magni-
tude of the mass bias will also decrease with increas-
ing Cs concentration. Although this is a potentially
promising avenue for further investigation, it is com-
plicated by difficulties in determining the work func-
tion in the chemically complex minerals of interest,
especially after implantation by Cs.

Directly modeling the role of implanted Cs is
problematic, as natural Cs is monoisotopic, and di-
rectly calibrating the Cs2 ion yield sputtered by
133Cs1 primary ions would require the use of samples
doped or implanted with highly radioactive137Cs.
However, a semiquantitative attempt can be made by
assuming an “average” Cs concentration. General

limits can be placed by using (1) results of oxygen
isotope ratio (18O/16O) depth profiles with an oxygen
primary ion beam suggest that approximately two-
thirds of the sputtered oxygen is derived from the
primary beam, indicating that implanted Cs is;50‰
of the sample, and (2) estimates of Cs2 ion yield by
using those measured on other alkaline earth elements
(Na and K) that suggest the implanted Cs is;15–
25‰ of the sample. By using the estimate from results
of oxygen sputtering experiments as an upper limit,
variations in the133Cs2/16O2 secondary ion ratios
can be used to calculate the “amount” of Cs present in
the sputtered volume if Cs ion yield is assumed to be
constant for different silicate compositions (prelimi-
nary experiments based on Na and K suggest that it
may actually vary by around 20–30‰). The estimated
composition of the sputtered material, normalized to
the original composition of the sample, can be used to
calculate mass bias predicted by using the energy
transfer model (Table 9, Fig. 24). The results by using
this approach are mixed. The overall fit (assuming a
linear model) is worse when compared to the fit
obtained without considering Cs (r2 of 0.80 compared
to 0.87). Predicted mass biases are still heavy-isotope
enriched, opposite to the measured light-isotope en-
richment. However, inclusion of Cs increases the
range of predicted mass bias by more than a factor of

Fig. 23. Correlation betweend18Obiasvalues measured on silicates,
carbonates, oxide minerals, and a synthetic Gd–Ge–Ga garnet
(GGG) and those predicted by using the kinetic energy sputtering
model [29]. Abbreviations after Fig. 9.

Fig. 24. Correlation betweend18Obias values measured on silicates
and those predicted by using the kinetic energy sputtering model
which includes Cs implantation estimated from133Cs2/16O2 sec-
ondary ion ratio. Abbreviations after Fig. 9. Error bars represent 1s
reproducibility.
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three, resulting in much better agreement with the
observed range of mass bias. Closer consideration of
the data indicate that including Cs results in a higher
percentage of predicted mass bias values that are
within 2‰ of the measured values (Table 9, Fig. 25).
Outliers from the general trend are mostly Na–K rich
feldspars. Some of the deviation likely results from
the use of a constant Cs2 ion yield in different
silicates. These results suggest that, even though the
proposed equation relating to the fundamental mech-
anism causing mass bias is incorrect, this model may
still provide a reasonable empirical fit if Cs can be
quantitatively incorporated.

The success of using end-member mineral compo-
nents to model mass bias in some mineral groups led
to investigation of the possibility that this empirical
approach might work for silicates as a whole. Simple
linear regression of major element chemistry against
measured mass bias utilizing our silicate data set
yields the best results we have obtained to date (Figs.
25 and 26; Table 9). With the exception of two
samples, all predicted mass biases agree with the
measured mass bias within 2s of analytical error, and
all but 3 of the 45 analyzed minerals have predicted
d18Obias values that are within 2‰ of the measured
values. Reasonable results can also be obtained by
using only Si, Mg, Ca, Fe, Mn, and Na concentrations,
although with slightly greater scatter. A similar ap-
proach has been used effectively to predict hydrogen

isotope mass bias in amphibole (a hydrous silicate)
[10]. Although the oxygen mass bias results are
purely empirical and are not based on any ionization
model, the coefficients calculated for each element
correlate with elemental properties including mass,
electronegativity, and ionization potential, suggesting
that future work relating calculated element-specific
parameters to ionization models is warranted.

5.3. Carbon and oxygen mass bias in carbonates
using high-energy secondary ions

The results of carbonate analyses provide addi-
tional insight into the relationship between chemical
composition and mass bias, as a larger variation in
major element chemistry is present in the carbonates
compared to the silicates that have been studied.
Overall, there are many similarities between mass
bias behavior in silicates and carbonates, including
correlations with atomic weight and relative mass bias
behavior among near end-member composition stan-
dards. However, correlations between mass bias and
secondary ion intensities of O and Cs vary. For
silicates, little correlation is observed between oxygen
ion yield and mass bias (Fig. 14), but there is good
correlation between mass bias and the ratio of the
secondary ion intensities of133Cs2/16O2 (Fig. 11).
For reasons that are currently uncertain, the opposite

Fig. 25. Histogram of absolute differences (in 0.5‰ increments)
between measured silicate minerald18Obias values and those pre-
dicted by using: (1) the kinetic energy (KE) model; (2) the KE
model including estimated Cs contents; and (3) a model based on
linear regression of atomic proportions of elements (see text, Table
9).

Fig. 26. Correlation betweend18Obias values measured on silicates
and those predicted by using linear regression based on atomic
proportions of cations. Abbreviations after Fig. 9. Error bars
represent 1s reproducibility.
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behavior is observed in carbonates (Figs. 18 and 19);
there is a good correlation between oxygen yield and
both carbon and oxygen mass bias, but poor correla-
tion between mass bias and either133Cs2/16O2 or
133Cs2/12C2 ratios. The carbonate mass bias varia-
tions indicate that there are important element- (or
element group) specific dependencies. In general,
relationships between ion yield, atomic weight, and
mass bias indicate that the transition elements Fe, Mn,
and Zn influence mass bias quite differently from that
of the (mostly group II) elements Mg, Ca, Sr, Ba, and
Pb. Furthermore, differences in the relative behavior
of d18Obiasandd13Cbias in Zn carbonate indicates that
certain elements vary in how they influence the
measured isotope ratios of different elements. This
suggests that there must be very element-specific
characteristics that need to be incorporated into any
sputtering model, even for high energy secondary
ions.

The differences between Fe, Mn, and Zn carbon-
ates and those of Mg, Ca, Sr, Ba, and Pb compositions
are readily apparent when the kinetic energy sputter-
ing model for predicting mass bias is applied to
carbonates. For oxygen, a negative mass bias is
predicted and observed (due to the presence of an
element lighter than oxygen in the matrix), although
only a 3‰ difference is predicted for compositions in
which measured mass bias varied by 90‰ (Fig. 27).
More critically, two distinct trends are observed in the
data. For Fe–Mn–Ca solid solutions (and Zn-rich
compositions), predicted and measured mass biases
correlate fairly well, decreasing in a relatively sys-
tematic fashion from Ca-rich to Fe (Mn)-rich compo-
sitions, similar to behavior observed in silicates.
However, Mg-rich compositions lie on a different
trend, as do those for the heavier cations Sr, Ba, and
Pb, for which the kinetic sputtering model predicts
increasing mass bias whereas the measured mass bias
actually decreases. For carbon isotopes, positive mass
bias values are predicted, but negative mass bias
values were measured. A difference of only 3‰ in
d13Cbias is predicted between different compositions
whereas differences of 40‰ have been measured
(Fig. 27). As with oxygen isotopes, the correlation
observed for transition metals breaks down when

other cations are considered and Zn-carbonate plots in
a separate field on the carbon mass bias plot. These
relationships are consistent when using atomic, ionic,
or covalent radii, indicating that the kinetic energy
mass bias model as currently formulated does not
even qualitatively predict mass bias behavior across a
wide range in chemical compositions. It is interesting
to note that carbon ion yield (Fig. 20) correlates with
the two trends observed in the energy transfer model
for oxygen; predicted mass bias values for Fe–Mn–Zn
compositions fall along a different trend compared to
other carbonates, similar to correlations observed
betweend18Obias and C ion yield. With the exception
of Zn carbonate, similar relations are present for
carbon isotopes as well.

The d13Cbias value for graphite is246.5‰, an
intermediate value compared to the carbonates, even
though it has the lightest atomic mass. Thed13Cbias

Fig. 27. Correlation betweend18Obiasandd13Cbiasvalues measured
on carbonates and those predicted by using the kinetic energy
sputtering model [29]. Abbreviations after Fig. 15. Error bars
represent 1s reproducibility.
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value expected based on the Masslight/Massheavyrela-
tion observed for pure metals [43] is278‰, a value
similar to that measured on MgCO3, but much greater
than that measured on the pure target. These results
are additional evidence that there are other influences
on matrix effects for high energy ions in addition to
those incorporated into the energy transfer model
(efficiency of the energy transfer during collision,
mass, and radius of atoms in the matrix).

5.4. Oxygen isotope mass bias in silicates and
carbonates using low-energy secondary ions

Recently, high precision (;1‰) d18Obiasmeasure-
ments in silicate minerals were obtained for low-
energy secondary ions. These experiments were car-
ried out by using VG Isolab [4,47,49,53] and Cameca
1270 [5,48] instruments. Compared with the Cameca
3f and 4f series instruments, the Cameca 1270 is
equipped with a redesigned electron gun that is easier
to align and delivers a more homogeneous electron
cloud, allowing more stable charge compensation and
utilization of low energy secondary ions for isotope
ratio measurements in insulators. The use of low-
energy secondary ions results in higher secondary ion
count rates for a given primary beam current even
when using high mass resolution. Although only a
small number of minerals have been analyzed, it is
apparent that both the absolute magnitude of the mass
biases and their range are considerably smaller. For
Mg-rich olivinesd18Obiasvalues are in the 0 to25‰
range for measurements made on both the Cameca
1270 and the VG Isolab. Matrix effects in olivine are
significantly reduced over the compositional range of
100‰ to 80‰ Mg2SiO4; d18Obias values change
,4‰ for low energy ions [54] as compared to a
;12‰ shift in d18Obias values for extreme energy
filtering. Measurements made on other minerals
(quartz, feldspar, spinel, pyroxene) indicate that
d18Obias corrections are typically only a few per mil
[55,54]. Currently, there is insufficient data to deter-
mine if there are systematic correlations between
mass bias measured by using low energy ions and
matrix composition.

Although limited to Ca–Mg–Fe solid solutions,

measurements of oxygen isotope mass bias in carbon-
ates by using low-energy secondary ions have been
made [45,46]. These results suggest that mass bias
variations measured by using low-energy ions are
more complex compared to those measured by using
high-energy ions. For the Cameca 1270,d18Obias

values were22‰ for calcite (CaCO3), 210‰ for
siderite (FeCO3), 29‰ for dolomite [MgCa(CO3)2],
and 216‰ for magnesite (MgCO3) [48]. This 14‰
range in mass bias compares to a;80‰ range
observed by using high energy ions. Although the
data set is very limited, it suggests that mass bias
might be fairly linear as a function of atomic Mg
along the Ca–Mg binary join for low energy ions.
However, the mass bias of the Fe carbonate lies
between that of Ca and Mg carbonate, in contrast to
the general correlation between mass bias and atomic
mass observed for high-energy ions, suggesting that
matrix effects in multicomponent solid solutions may
be less systematic for low energy ions. Matrix effects
in carbonates measured by using low-energy ions on
a VG Isolab are substantially different:d18Obiasvalues
around 0‰ for Mg and Fe end members,117 to
118‰ along the (FeMg)Ca(CO3)2 join, and approx-
imately the same value (119‰) for the calcium end
member [46]. These values do not appear to vary
linearly along binary joins or with atomic mass. The
measured mass biases in both data sets do not corre-
late with bond energies, electronegativity, or ioniza-
tion potentials.

These results suggest that the use of low-energy
ions has both advantages and disadvantages when
compared to high-energy ions. Ion yields are higher,
leading to shorter analysis times, better spatial reso-
lution, and potentially better precision. The magnitude
of matrix effects is three to five times smaller for
low-energy secondary ions, so the absolute magnitude
of the bias correction is smaller. However, results to
date suggest that matrix effects may be more complex
and less systematic for low-energy secondary ions,
making it more difficult to obtain accurate analyses
where standards and samples are not closely matched.
There may be additional factors complicating the use
of low energy ions: mineral orientation has been
shown to change the measured mass bias by several
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per mil for both oxygen isotopes [51] in magnetite and
hydrogen isotopes [11] in hydrous silicate and hy-
droxide minerals. In addition, mass bias for sulfur
measured by using low-energy ions has been observed
to vary by up to 8‰ between different sample mounts
containing different pieces of the same standard
[16,17]. No such mass bias difference has been
observed by using high energy ions. All of these
problems suggest that, high ion yields notwithstand-
ing, improving the accuracy of analyses for low-
energy ions beyond current capabilities obtained with
high energy ions in chemically variable matrices may
be difficult.

5.5. Sulfur isotopes

Although sulfur isotope ratio measurements by
SIMS are relatively routine, little work has been done
to develop predictive mass bias models. This is in part
because many sulfide minerals are isochemical and
thus standardization is relatively simple. In addition,
the range of mass bias observed by using Cs1 primary
ions and negative secondary ions is small (3–8‰,
depending on secondary ion energy) compared to
large ranges (10–100‰) measured for O and C
isotopes.

The results for both positive and negative second-
ary ions suggest that use of a Cs1 primary ion beam
minimizes the magnitude of the matrix effect on mass
bias (Fig. 6), as well as resulting in higher ion yields
(Fig. 4). If variable chemical enhancement due to
implantation of the sputtering species was the domi-
nant factor, one would predict that use of an oxygen
primary ion beam would enhance ion yields and
minimize matrix effects for positive secondary ions
and Cs would minimize matrix effects for negative
secondary ions. For positive secondary ions, the
relative difference in sulfur ion yield between differ-
ent minerals is much smaller when using an oxygen
primary ion beam other than Cs1 (Fig. 4). This fits
with predicted behavior, as oxygen flooding is often
used to minimize ion yield differences. However, this
minimization of ion yield differences does not extend
to isotope effects. Although the largest difference in
positive ion yields between minerals is observed by

using a Cs1 primary ion beam, Cs minimizes differ-
ences ind34Sbias values by using both positive and
negative secondary ions. This implies that the effect
of chemical enhancement due to oxidation [e.g. 35]
for positive secondary ions does not play the primary
role in controlling mass bias effects. Compared to low
energy secondary ions, use of high-energy, negative
secondary ions (sputtered with Cs1 primary ions)
decreases differences in relative ion yield between
different minerals, but the difference in mass bias
increases. The differences of ion yield and mass bias
behavior as a function of secondary ion energy
suggest that mass bias and ion yield are somewhat
decoupled; although differences in sulfur ion yield as
a function of matrix composition decrease with in-
creasing ion energy, the difference in ion yield be-
tween sulfur isotopes increases.

Although the small absolute variations ind34Sbias

values between different minerals makes it difficult to
quantify mass bias relations, the mass bias behavior of
high-energy negative secondary ions appears to be
more systematic than those of low-energy ions. There
seems to be a correlation between increasing propor-
tion of atomic iron and increasing mass bias (Fig. 28),
a trend opposite to that observed for oxygen and
carbon isotopes in silicates and carbonates. There is
also a correlation between decreasing mass bias and
increasing sulfur ion yield (Fig. 29), similar to the
correlation observed for increasing oxygen ion yield

Fig. 28. Measuredd34Sbias sulfides values for high energy second-
ary ions as a function of the proportion of atomic Fe. Abbreviations
after Fig. 5. Error bars represent 1s reproducibility.
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and decreasing oxygen (and carbon) mass bias in
carbonates. Application of the kinetic energy mass
bias model yields a poor correlation between pre-
dicted and observed mass bias (Fig. 30).

Thus far, correlation of mass bias behavior for
low-energy sulfur ions with other parameters has been
difficult. As variations ind34Sbiasvalues measured by
using the Cs1 primary beam are not much larger than
the total analytical error (SIMS1 conventional de-
termination), testing for correlations is problematic.
Due to the much larger range ind34Sbias, this is not a
problem for analyses obtained by using oxygen pri-
mary beams. There are no apparent correlations be-
tween mass bias and ion yield, bond strength, mean
electronegativity, ionization potential, and chemical
composition for low-energy secondary ions.

6. Summary and conclusions

In the past few years, great strides have been made
in improving the precision and accuracy of SIMS light
stable isotope ratio measurements. The precision and
reproducibility of such analyses is virtually identical
to the theoretical counting statistical limit, and the
demonstrated precision of SIMS analyses is approach-
ing that of conventional techniques for some elements
(Table 1). These capabilities are opening new areas of
geochemical and cosmochemical research in a wide

range of geologic settings. In many cases, the limits of
SIMS applicability are more often due to problems in
accuracy arising from matrix effects, rather than
precision of the analysis.

Available oxygen isotope data measured by using
high-energy secondary ions indicates that there are
predictable correlations between mass bias, matrix
composition, and fundamental characteristics of the
elements composing the sample. Empirical models
based on chemical composition produce relatively
accurate predictions of mass bias in silicates. For
individual mineral groups, modeling mass bias as a
linear function of chemical composition has proved
successful (e.g. Mg-rich olivines, garnets). However,
this approach requires use of multiple standards span-
ning the compositional range of interest, as mass bias
is not always accurately predicted by using a linear
function based on mineral composition (e.g. carbon-
ates. For all silicates, good results are obtained by
using a linear equation based on the atomic proportion
of cations in the matrix; for.95‰ of the minerals
analyzed, the predicted and measured mass bias on
each mineral agree within 2s of the analytical error.

A theoretical model predicting mass bias for high
energy secondary ions, based on the efficiency of
kinetic energy transfer during the collision process,
has been proposed [27]. The general trend of mass
bias predicted by using this model is consistent with
measured mass bias in silicate minerals, although

Fig. 29. Measuredd34Sbias sulfides values for high energy second-
ary ions as a function of sulfur ion yield (normalized to pyrrhotite).
Abbreviations after Fig. 5. Error bars represent 1s reproducibility.

Fig. 30. Relationship between measured and predicted (kinetic
sputtering model)d34Sbias values for high energy secondary ions.
Abbreviations after Fig. 5. Error bars represent 1s reproducibility.
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inaccuracies of up to 5‰ would result if applied to the
data presented here. However, the model predicts
mass bias favoring the heavy isotope, whereas mea-
sured mass biases favor the light isotope. In addition,
the magnitude of mass bias variations between differ-
ent matrices is far smaller than observed variations.
Application of this model to oxides and carbonates
produces inconsistent results, and fails to predict
trends for carbon and sulfur isotopes in carbonates
and sulfides, respectively. These results suggest that
the proposed energy transfer model is not accurately
formulated to reflect the mechanisms causing mass
bias for high energy ions. However, characteristics of
the energy transfer model as currently formulated
mimic those that would lead to variations in the
amount of Cs in the sputtered volume. Our results
indicate that mass bias in silicates is well correlated
with 133Cs2 secondary ion intensity. It may be that the
limited success of the energy transfer model actually
reflects the amount of Cs in the sputter volume and
that Cs implantation is a major factor controlling mass
bias.

Mass bias behavior of low-energy secondary ions
appears to vary significantly depending on the ele-
ment whose ratio is measured. Although matrix ef-
fects are very large, systematic correlations are ob-
served between bond energy proxies, mineral
chemistry, and hydrogen mass bias measured by using
an O2 primary ion beam and positive secondary ions
[10,11], and hydrogen mass bias can be successfully
predicted by using empirical calibrations based on
major element ion yield [10]. Although the reasons
are presently unclear, there does not appear to be any
matrix effect for boron isotope ratios measured by
SIMS, and a universal correction can be applied to
both minerals and solutions [9]. Mass bias for either
positive or negative low-energy secondary sulfur ions
does not appear to be strongly correlated with any
obvious matrix-related factors. Currently, there is
insufficient data to predict the pattern of oxygen
isotope matrix effects for low-energy ions. Although
overall matrix effects are smaller for low-energy ions
when compared to high-energy ions, there are indica-

tions from carbonates that matrix effects may not be
directly correlated to fundamentals of mineral com-
position such as average atomic weight.

Presently, utilization of either high- (extreme en-
ergy filtering) or low-energy (high mass resolution)
secondary ions has both advantages and disadvan-
tages. The relationship between mass bias and matrix
composition appears to be more systematic with
extreme energy filtering, making matrix corrections
when closely matched standards are not available
potentially simpler. For extreme energy filtering, in-
strumental tuning is simpler, sample charging is less
problematic, and the technique appears to be less
sensitive to surface-related effects. With present cal-
ibration methods, it is possible to predict mass bias
with accuracy that is within 1–2 times the precision of
the analysis for a variety of mineral compositions,
making practical application possible to a variety of
minerals. However, it is unlikely that significant
increases in precision of the extreme energy filtering
technique will occur with present instrumentation, as
there is no simple way to improve ion yields. For
low-energy ions, both the magnitude and the variation
in mass bias as a function of matrix composition are
2–5 times smaller than those observed by using
high-energy ions. Ion yields are 5–100 times greater
for low-energy ions, improving potential precision,
spatial resolution, and analysis time. However, min-
eral orientation is reported to have a significant effect
on mass bias when analyzing hydrogen isotopes in a
number of minerals and oxygen isotopes in magnetite
[11,53], and mass bias for low energy sulfur ions has
been observed to vary significantly between different
sample mounts [16,17]. The much higher ion yields
available by using low-energy ions indicate that it
may be possible to achieve precision on 10–30mm
spots that essentially matches that of conventional
techniques, particularly if multicollector detector sys-
tems can be improved. However, in parallel to any
improvements in the precision, there is a clear re-
quirement for a more complete understanding of
matrix-dependent effects in chemically complex nat-
ural materials.
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